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QKE (Quantum Kernel Estimator) emplea un feature map fijo para codificar datos, calcula un kernel cuántico (inner product) y luego usa un SVM clásico para entrenar el modelo

sí tiene **parámetros entrenables** en el circuito y requiere un bucle variacional: el circuito se ejecuta, se mide una función de coste, un optimizador clásico actualiza los parámetros, y así iterativamente hasta converger.